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s matrix theory is used in various areas. Ithag gp,
tions which occour in many engineering proge.,

arranged in rows (horizontal lines),,
re ‘m’ rows and ‘n’ Column’s in a matrix, it is calleg,
er m x n. The first letter in mxn denotes the numbg,
ber of columns. Generally the capital ley,
actual matrix is enclosed in paramhqq'
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ATRIX AND ITS ORDER__

INTRODUCTION :
In modern engit

relationship with systems of lin

A matrix is a reactangular
columns (vertical lines). If there a
‘m’ by ‘n” matrix or @ matrix of ord
rows and the second letter ‘n’ denotes the num
of the alphabet are used to denote matrices and the

eering mathematic
ear equa
array of numbers

Fa“ a, a3 ~~ a,

a, 4y a3 ~~ 4

a, a; A4y ~—

Hence A=| _ __ cm ===
B Ay, A3 T o _

(1

a’, denotes the element in the ith row and jth column. Fy
e 2 row and third column. Thus the matrix ‘A’ mayk
from 1 to m to represent row and j takes values from [t

is a matrix of order m x n and
example a,, is the element in th
written as(a,) where i takes values

n to represent column. |
If m = n, the matrix A is called a square matrix of order n X n (or simply n). Thus

- ) -

3, a; ——- g
|3 3p —— A
A a3 a3, —— A,
[3q 3, —~ — A,
a a —— Ay,
_ . 8y 4y ~— A
is a square matrix of order n. The determinant of order n, | @31 232 S - By,
gy 8y —— T~

which is associated with the matrix ‘A’ is called the determinant of the matrix and is ¢

noted by det A or |A|.
Note : (1) Some times, a matrix A isd ' i
e is denoted by [A), using brackets or || A || using double vert
(2) |A| should not be confused with the absolute value of A



The matrix in which each element jg

matrix A is called the negative of A and denoted by ( A)

s =1
- -1 2 3
Thus if A =
0 5 -2
(<2 1 =1
(—A) = 1 -2 =3
|0 -5 2
0 0 0
Further A + (-A) = 000
0 0 0

andA+(FA)=(-A)+tAie, A+(-A)=0=(-A)+ A
The matrix (—A) is called the additive inverse of the matrix A.
The substraction of two matrices A and B of the same order is defined as A —B = A +(-B)

12 -1 2 1 -3 2 -1 3
musifA=[2 ' %|andB={% ° !|thenB=[? 3!

4 3 22 3 4 2 3 4 2
Sothat A—B = A + (=B)
(1 2 -1 -2 -1 3 4
21 0|, o =51

4 -3 2 -3 4 2

[1-2 2-1 -1+3] [-1 1 2
240 1-5 O0+1|_[2 -4 1
4-3 3-4 -2+2] [I -7 0
Product of a matrix and a scalar :

The product of a scalar m and a mlatrix
elements is m times the corresponding element of A.

A, denoted by mA, is the matrix each of whos

2 13 6 3 9 4 8
z , -2 0 8
| a1 0 4 pensa="2 0 '?|and2a= 4
r Thus if A = 3t then 3A 6 . b 13 6 —4 2

Note ! The additive inverse of the matrix A is mA where m =-1
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[ if and only if

B are said t0 be equa

al to that of B ' |
! ual to the corresponding element of B

Two matrices A and

(i) The orders of Ais .
(ii) Each element of A1seq

a b) (19
For example (x y)"lo 6

ifandonlyifa=!,b=5,x=0,y=6

Addition of Matrices ©
The sum of two matrices
sum of the corresponding elements of A an
addition of matrices is defined if they are of sa

different orders. A, Band (A + B) are of same order.
a b) (xY a+x b+y
For example [x yJ+ u v) (x+u y+v
(i) The addition of a matrices is commutative, 1.€. if A and B are two matrices of same ordy
then A + B = B + A. From the definition of addition of matrices it follows that A + B an}
+ A are of some order. Further if A = (a,) and B = (bij)
ThenA+B=(a, +b)andB+A=(b;+a)
But(a +b)=(b,+a) '
ie, T:ch element of (A + B) is equal to the corresponding element of (B + A). Hencetk
resuit.
(i)  The matrix addition is associative i.e. if A, B and C are th i the
A+B+C)=(A+B)+C ree matrices of same order,
Since A, B and C are of same order,
A +(B+C)and (A +B) + C are of the sam
_ e order.
Further if A = (au_), B= (bij)' C=(c,)
Then A+(B+C)=a +(b +c) '
and (A+B)+C=(a +b)+c
i ij

i such that each of its elements is equaly,

d B. The sum is denoted by A +B. Thy
me order and is not defined when they g,

AandBis the matr

(iiij/ The identity matrix for additj
N e r addition is the zero ' :
7/ @matrix, then A + 0 = A, provided the orde';;a:)rfl‘ ?:hor null matrix denoted by 0. Thus e

!
Thus ( 2J+(0 0) (1 2

and (x y) +(0 0) = (x y)

|
€ zero matrix is same as that of A
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The fnatn'..\' in which each element is the negative of the corresponding elentents of a given
» matrix A is called the negative of A and denoted by (-A).

2 <t 1
B Thusifa=|"1 2 3
0 5 -2
[=2 1 -
1 -2 _
(-A) = 2 =3
0 -5 2
000
Further A+ (-A)=|0 0 0
000

- and A+ (-A)=(-A)+Aie, A+(-A)=0=(-A)+A
. The matrix (—A) is called the additive inverse of the matrix A. -
. The substraction of two matrices A and B of the same order is defined as A —B = A + (-B)

_ 1 2 -1 2 1 -3 -2 -1 3
;' Thusifa=(% 1 0O andB=.0 o then-B=| 0 > !
j (4 -3 -2 3 4 22 - =4 P
'_"SothazA—B=A+(—B)
kl 2 4] -2 4 3
E (21 0] [0 51
4 -3 2| [-3 -4 2
{ {1-2 2-1 -1+43] [-1 1 2
_12+0 1-5 0+1(_|2 -4 1

a3 3.4 242] |1 -7 0

Wuct of a matrix and a scalar : |
. The product of a scalar m and a matrix A, denoted by mA, is the matrix each of whos
. clements is m times the corresponding element of A.

j 2 I 3 6 3 9 4 2 6
] B a & " 8
L ThusifA=|"1 O 4|ihen3a=|"3 0 12 and 2A = 2 0
: 3 -2 1 9 -6 3 6 4 2

€ : The additive inverse of the matrix A is mA where m = -1
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fuct of two matrices A hose element in the ith row zn Jth coly, nie :
' coom - The produc ix AB who! - in the ith !
0 Definition \1”“\!\\ <in B)is the mntli‘l";“{\ multiplying each element row of ¥
{ o >
U of the products m”ma(in the jth column of B.

: e
corresponding elemet

B!

: 3 : 1al to the sum of "y

. « n matrix with (i, )th en“ynilqjlth column of B, lneo‘t}}r, “
dsad ;bb{!lzlcmcnts from ith row of A and | ew
corresponding ]

.+a_b,
. C =a b *a, b;il M gaie kN
AB= [( I], then C =4,

a b B = [x y}
For example (1) A = [c d u v . ‘

¥

ax + bu ay + va ;

AB:LA‘ + du 6y + Wy

a ax ay az

bx by bz

b I = ;

gl g 5 c A ok o CX Ccy cz

for example (3) A=[a b ¢] B= |7 , AB =[ax + by + cz]
Z

Note : (1) The matrix product AA is defined only when A isa square matrix 'and is denotedi
similarly A’ = AA2 = A?A '

(2) The rule to remember 2 matrix product is (m x n) matrix (n x p) matrix = (n!
matrix ,.
Properties :

(i) The multiplication of matrices is not hecessarily commutatjve i.., if A and B ”‘%
matrices then AB BA. i
(ii) The multiplicatio
(AB)C = A (B(),

S

n of 1.natrices Is associative ie., if A
provided the products

are defined.
”ﬂﬂ'«'f:u:t/’\:v(dt az},3=(b' b,

C
oAy b, bJ it (c;)
Then AR = (:' :2J (bi bz) - (a,b, +a,b
34,

34 b') +a,b
b = PSP tayb,
3 b4 asb’+a4b3 a}bz +a b )
(A.B)Cz[a‘b'+azb3 : e

41]/C f
4:; +a,b, a;b, +a4b4) (C|J . |
2

-

» B, C are three matricest
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atrices

|

\

BC
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;’hr b:\:(clJ (b,cH-bzc,
:\h: b,‘_ltcz 3 b:lcl..'x.b‘c:]

abic; +2:b56 + a;bycy *azbm?)

L (a; a,)[byc; +byc,
A(BO)Y= ﬂ\a; a, b3C| A b4cz

1_iil\‘

(iv)

(v)

(vi)

(a,bjc; +a;b,c, +a,bsc; +a,b,c,
B :r\,a;buc: +a;b,c, +aybse, +34b4‘32)

Hence (AB) C = A (BC)

The iden'til}-' ma_trix for multiplication for the set of all square matrices of a given order
is the unit matrix of the same order.

a b
LetA= [c dJ’ a square matrix of order 2

1 0
Taking [ = [0 l] it can easily shown that

Al=A=1A

wefe o

I'Faxlﬁrbxo ax0+bxl a b
—f_cxl+dx0 ex0+dx1| |c d

. Al=A=IA
similarly if A is a square matrix of order 3.

1 00

0 1.8 it can be proved that A=A =1A
0 0 1
Let A and B be two matrices such that t
or A = 0 = B always implies that AB =0.
that A=0orB=00orA=0=B
The cancellation law does not hol
necessarily imply A =B,

if A, B and C are three matrices then

The distributive laws hold for matrices, i.e. ar
A(B+C)=AB+AC,(A+B)C=AC+ BC provided the addition and multiplication

in above equations are defined.

Taking I =

he product AB is defined. ThenA=00orB=0
Conversely. AB = 0 does not always imply

d for matrix multiplication, i.e. CA = CB does not
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NVERSE OF A SQUARE MATRI)( U

AB=1= BA, w ‘ -
n such that AB o hen‘e I N
atrices Of ultiplicative inverse of A ang ;¢ rine‘i
A and B are square Iin is cll”Cd the m ¢ B and is written as B~ e“@
' * opder n then 2257 licative
ix of order ! plic

P ol'dCl'

29

4 -3 ol 5 Lo
ultiplicative inve
4 BJ and [ J are multip se ofeach,'

For example. the matrices [5 4
I ¢
0
4 3[4 asz[l |J=l
since l:s all=s 4 0
4 -3][4 3 “[] 0}=1
and {_5 i lls 4 8

- iplicative inverse.
matrix has no multiplicative . r
v atrix is the multiplicative inverse of itself A Y
y TI;; mgixndoes not necessarily imply that A and B are multiplicative Inverse s
3. AB=

Note :
other.

0 3 30
Forexample,ifA=[3 0 ,B= 0 3

0 9
Then AB =BA = 9 0 # 1

1
4. The inverse of A is denoted by A~ (which is not equal to A )

. . ab
Example : Find the multiplicative inverse of matrix ( )

C
a b e f
Sor:utA:[c dJ andA‘l-_—(g h]
ThenAA-lz[a b)(e f . I 0
¢ d g h)™ 0 1
0
1

or [ae+bg af + bh 1
Ce+dg of +dh =(0

ac + php =

h the fO"OWing SOIlltions — obtaiﬂed
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\1 h N a

poWE S 1, S = R - I -
. . : h
ad - e ad - e ad I ad  Iw

Now. ifad = be = 0, then

-

[ i =",

oo |adobe adobel K h}
|~ __* ad ~be L\ ¢ a
ad-bc  ad -

1[d ~b]
A= E_Hh-k " J.\\hem |A| =det. A
I - |a h!
E 1A L d|-"“d_hc

Bspose

Transpose of an m X n matrix A is the matrix of orders n x m obtained by interchanging the
rows and columns of A. The transpose of the matrix A is written as A'.

b
1 2 1 3
Forexample if A= 5 4 [LA'=|, 4
wors and Co-factors :
" The minor of an element a_ of a matrix is obtained by deleting the ith row and jth column
from the matrix and is denoted by M.
i a;; 2;; Ay
ThusifA=| 221 82 22
a; ap 8y
_ ay Ay
Then the minor of a,, = M, = 8y By =a,8, — 8,8,
_ _f8n 8|
the minor of a, =M, = i B =a,8, - 8,8y,
, a, 3|
the minor of a,, = M,, = ay ap| a,,8,, — 8,8, etc.
The co-factor of an element a, of a matrix A is (=1)'") M, and is denoted by A,
Thus the co-factor of a, = A, = (TI )M, = (a8, 8y0,,)
the co-factor of a,, = A,, = (-1)° [V]zl = (a8, - 8,8,,)
The co-factor of a,, = A;, = (-1)'*M,, = -a, 8, + a,;a, and so on.
L
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matrix obtained replacing eacp |

Adjoint of a Matrix :
adj A. Thus if Mg,

The adjoint of a matrix A
in A by its cofactor AL The

is the transpose of the
adjoint of A is written as

ay, An

(A An As

Ay An Ax

An An An
nd the adjoint of the matrix {

thenad) A=

Exampic : Fi

1 2 3
e 3 1 0
2 2 -1
_ _ 1 0
Solution : Now A, =(-1)'""M = 2 -1 =-]

3 0
A!:z(_])H:Mn:— 2 '_]

- 2 3
A, =CEIPTM, ==, | =8
= 143 31
Ay =C1)M = 2 2 =8
13
A33=(~1)3”M23= 2 =48
”_ 12
A:":(—])_”M.ﬂ:_ll -2 2 =6
e 3
A1;=(—1)3"'M3!=‘ I 0) =_3
1 3
A”:‘*')”Mn*“h 0‘=9
1 2
Ay =E1PT My= |5 l'z—s

Adjoint of A i.e., Adj A = the transpose of [A ]
)73 ~3
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§-‘\H "\.‘I "\_11 | 8 k|
}’\1‘ An Ay 13 5 9
L-'\n An Ay 8 -6 g
12 3
further |A] = det A = 310
=2 2 =
1 =2(3-0)+3(6+ 2)
—--l+b+‘)4'—"9
L2 8 -31 9 o o
san T 3T .0
Aadj A) = > 910 29 0 =29 x [ =[A[]
-2 2 -6 -5 0 0 29
-1 29 0 0
, 3
(AdiA) A = | 0 = 012 0 g paifafi
-6 ~2 2 = 0 0
A(adj A)=|A|I=(ad_] A)A
adj A b adj A 2
CATA T T
adj A
From the above example it is clear that IA] is the inverse of A.
Hence it can be stated that if A is a non-singular square matrix (i.e, |A| # 0) of order 3
et Alee adj A
; .| i
1€N |Al

f5 SOLUTION OF A SYSTEM OF LINEAR EQUATIONS BY MATRIX
~ [METHOD

Suppose we have the following system of equations
ax+b y+e ™ d
d X +b Y +c L= d
dx+by+cz d

1B by ¢ X d,
Where A = |22 b2 ¢, x=|Y|p=4
a; by ¢, z d,




